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We released a text simplification dataset spanning 
12 languages and over 1.7 million sentence pairs!

1. Motivation
• English text simplification research is growing faster than any other language.

• Lack of an accessible benchmark for text simplification in many languages.

https://github.com/
XenonMolecule/MultiSim

2. Literature Survey

3. MultiSim Benchmark
• 12 Languages

• 8 Domains

4. Finetuning Experiments
• Train mT5 to simplify text on single dataset, all data in one 

language, or all of MultiSim.

• Joint-All training helps all languages besides English which 

already has a wealth of in-language training data.

5. Cross-lingual Transfer Experiments

• Matching domain can help regardless of script.

• Russian is a good candidate language for cross-lingual transfer.

6. Few-shot Experiments
• Prompt BLOOM with example sentences 

from training set.

• Better than fine-tuning for low resource 

languages. 
• Picking examples by semantic similarity 

search works better than random sampling.

We validate all findings through human evaluation!

• 27 Resources

• 1.7+ million sentence pairs
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• Train mT5 on data in one language 
and evaluate on another.


• Matching script and language help 
improve transfer performance.
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