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TL;DR

We released a collection of 27 datasets 
for text simplification, spanning 12 
diverse languages, containing 1.7 
million sentence pairs.

We further showed that this resource is 
useful in training and evaluating 
automatic text simplification models 
especially for languages with fewer 
resources.

Code and Data



Background



"We hold these truths to be self-evident, that all men are created equal..."

Automatic Text Simplification (What)

"We believe that it is obvious that all people are born with equal rights..."

"We hold these truths to be self-evident, that all men are created equal..."



Automatic Text Simplification (Why)



200+ 

Papers 

Per Year



Automatic Text Simplification (How)

Complex Version Simple Version



Automatic Text Simplification (How)

...



This data is not readily available in languages 
besides English!

The Problem



(1) Comprehensive collection of all existing resources for text simplification.
• 1.7 million complex-simple sentence pairs in 12 different languages

(2) Experiments using multilingual language models to show the utility of this

   dataset especially in languages with limited data.

Our Contributions



Part 1: The Dataset 
(MultiSim)



• Machine Translation

• Automatic Collection

• Manual Simplification

• Target Audience Resources

Collection Strategies

Lower 

Quality

Higher 

Quality

Easy to 

Obtain

Hard to 

Obtain

+

+



• Low Quality, Easy to Obtain

Machine Translation

2 Resources in MultiSim



• Low/Medium Quality, Easy/Moderate to Obtain

Automatic Collection

Wikipedia

Simple English Wikipedia



• Low/Medium Quality, Easy/Moderate to Obtain

The Georgia Institute of Technology, commonly referred to as Georgia Tech or, in 
the state of Georgia, as Tech or The Institute, is a public research 
university and institute of technology in Atlanta, Georgia.

The Georgia Institute of Technology is a public university (school for after high 
school) in Atlanta, Georgia. It is also known as Georgia Tech.

Automatic Collection

4 Resources in MultiSim



• Medium/High Quality, Difficult to Obtain

Manual Simplification

Complex Version

Annotators

How to 

Simplify:

….

Instructions

Simple Version

15 Resources in MultiSim



• High Quality, Very Difficult to Collect (Company Driven)

Target Audience Resources

6 Resources in MultiSim



MultiSim Datasets



MultiSim Data



MultiSim Splits



Part 2: The Experiments



BLEU Scores

• Used in Machine Translation

• Decent measure of Adequacy/Fluency 
of model output

• Penalizes model from deviating from 
expected output

SARI Scores

• Used in Text Simplification

• Decent measure of output Simplicity

• Primary focus of our experiments

• Rewards model for removing 
unnecessary parts of the input while 
remaining close to the expected 
output.

Automatic Metrics



Models

Image Credit: Google Research

mT5: Multilingual Text to Text Transformer (580M Parameters)

https://arxiv.org/pdf/1910.10683.pdf


Models

Image Credit: BigScience

BLOOM (176B parameters)

https://huggingface.co/bigscience/bloom


Baseline: Identity

"This is the original sentence for the model to simplify"

"This is the original sentence for the model to simplify"

Tends to score very highly on BLEU, but low in SARI



Baseline: Identity

"This is the original sentence for the model to simplify"

"This is the original sentence for the model"

Tends to score highly on SARI, but lower in BLEU



Finetuning Experiments: Single

mT5



Finetuning Experiments: Language

mT5



Finetuning Experiments: All

...

mT5



Finetuning Experiments

Evaluation 

Setting

Training

Setting



Finetuning Experiments
Less 

Data

More

Data

Languages 

with less 

data tended 

to benefit 

from 
multilingual 

training.



Transfer Experiments

mT5



Transfer Experiments

Small 

Datasets



Transfer Experiments

Small 

Datasets

1. Matching script and 

language improve transfer 

performance



Transfer Experiments

Small 

Datasets

1. Matching script and 

language improve transfer 

performance

2. Domain match can help 

regardless of script



Transfer Experiments

Small 

Datasets

1. Matching script and 

language improve transfer 

performance

2. Domain match can help 

regardless of script

3. Russian is a good 
candidate language for 

crosslingual transfer



Fewshot Experiments

Original: "[EXAMPLE 1 ORIGINAL]"

Simple: "[EXAMPLE 1 SIMPLIFICATION]"

...

Original: "[EXAMPLE N ORIGINAL]"

Simple: "[EXAMPLE N ORIGINAL]"

Original: "[TEST ORIGINAL]"

Simple: "

N example

sentence pairs 

from training set

Test sentence 

from test set



But how do we pick these examples?

2 Approaches:

• Random sample from training set ("Random")

• K-nearest neighbors search on LASER embedding of original sentence ("Similarity")
• Ideally LASER embeddings will measure something about the semantics and syntax so we can 

find similar sentences to act as examples in the prompt



Semantic Similarity vs Random Sample Prompting

1. Similarity based 

example selection is 

consistently better 

than Random 

sampling



Fewshot Experiments



Fewshot Experiments

1. Fewshot prompting 

works better than 

finetuning for low 

resource languages



Fewshot Experiments

1. Fewshot prompting 

works better than 

finetuning for low 

resource languages

2. More examples 

improve performance, 

but past 5 there is 

marginal benefit.



Manual Evaluation



Manual Evaluation

2 English, 2 Russian, 2 Italian, 2 Urdu (20 sentences per model)



Manual Evaluation

1. Fewshot outperforms Finetuned

2 English, 2 Russian, 2 Italian, 2 Urdu (20 sentences per model)



Manual Evaluation

1. Fewshot outperforms Finetuned

2. Russian outperforms English as a transfer language

2 English, 2 Russian, 2 Italian, 2 Urdu (20 sentences per model)



Conclusion



• We release the MultiSim Benchmark with 1.7 million sentence pairs spanning 12 
diverse languages.

Conclusion

• We show that the large resource can help improve performance in 
text simplification for low resource languages.

• We make recommendations for best practices to use this data based 
on empirical evidence.
• Match Script and Domain for transfer

• Russian is a good pivot language
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Thank you!

Questions?



Appendix



MultiSim Splits



Basic Stats



Edit Operations



Edit Distances



Document Level Compression



Fewshot Experiments



We used a temperature of 1.0, and a repetition penalty of 0.0

Original: "[EXAMPLE 1 ORIGINAL]"

Simple: "[EXAMPLE 1 SIMPLIFICATION]"

Original: "[EXAMPLE N ORIGINAL]"

Simple: "[EXAMPLE N ORIGINAL]"

Original: "[TEST ORIGINAL]"

Simple: "

Prompting



• We compute sentence BLEU scores between the original and reference 
simplifications.  For any sentence pairs with an S-BLEU score below 10 or above 
70 we remove it from the training set.

• Following Martin et al., 2020 we also add control tokens to the input sentences.
• We include a character length compression token <NC\_[\#]>

• a Levenshtein similarity token <LS\_[\#]>

• a dependency tree depth ratio token \texttt{<DR\_[\#]>}

• a word frequency rank token \texttt{<WR\_[\#]>}

• For each token we compute the respective measure on both the original and simple 
sentences and include the ratio between [0.05, 2] in increments of 0.05.

Preprocessing



• We used the sentence piece tokenizer

• Limited inputs/targets to a length of 128 tokens.  

• Learning rate of 5e-5

• AdamW Optimizer

• Beam search with 4 beams

• Train batch size was set to 8.  

• We train for 5 epochs.  

• For any dataset without a development set we removed 10% of the training set up 
to 1000 sentences to create our own dev set.  

• Training was performed on three NVIDIA A40 GPUs.

Training



Examples
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