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We are in an era of AI Assistants.
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We are in an era of AI Assistants.
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With a special emphasis on the assistants part.
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Are these really *personal* assistants?
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Having Beer after Prayer? Measuring Cultural Bias in Large Language Models (Naous et al., ACL 2024)

https://aclanthology.org/2024.acl-long.862/


Why Personal Reward Models?
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Why Personal Reward Models?
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User Models.



Personalized Reward Models (User Models)
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Can you make a plan for a 1:1 meeting with my ACL friend?

Walk to District Coffee for a coffee 
conversation.

Grab a bite to eat at Starbucks.



Personalized Reward Models (User Models)
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Can you make a plan for a 1:1 meeting with my ACL friend?

Walk to District Coffee for a coffee conversation.

Can be used at inference time or for fine tuning a personalized LLM.
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Contributions
• PersonalRewardBench: Pipeline for preparing existing datasets for 

personalized reward modeling

• SynthesizeMe: A method for inducing personas from user 
interaction history which effectively personalize reward models

• Software package for personalized reward models



Preparing Chatbot Arena 
(+ PRISM) for Personalization
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Chatbot Arena

Who would be victorious in a battle to the death: a slug or a snail?

In a battle to the death between a slug and a 

snail, the snail would likely be victorious. 

Slugs are more vulnerable to predators than 

snails, as they do not have a hard shell to 

protect them. Snails also have a longer reach 

than slugs, thanks to their longer antennae. 

This would allow the snail to strike the slug 

first, and the slug would not be able to defend 

itself effectively. Additionally, snails are more 

mobile than slugs, and they could easily 

outmaneuver the slug in a fight….

I do not actually simulate or recommend 
violence between organisms. Let us instead 
discuss more positive topics that bring people 
together.

user 3820

claude-instant-v1

palm-2



Dataset Problems: Users testing the models
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What's the million-and-first prime number?

user 9539
The first million numbers are 2, 3, 5, 7, 
11, 13, 17, 19, 23, 29, 31, 37, 41, 43, 47, 
53, 59, 61, 67, 71, 73, 79, 83, 89, 97.

The millionth prime number is 1,047,292, 
and the million-and-first prime number is 
1,047,293.

*Neither is correct



Dataset Problems: Poor generation quality
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List me in a single line separated by comma and without the countries, the demonym of 
12 arabic countries the most populated. 

user 257
Saudi, Emirati, Kuwaiti, Qatari, Bahraini, 
Omani, Yemeni, Iraqi, Syrian, Jordanian, 
Lebanese, Libyan.

<div><div></div></div>
<div><div><div><div><p>The demonym 
of 12 Arabic-speaking countries is "Arab" 
or 
"Arabic."</p></div></div></div><div></di
v></div>



Filtering Pipeline
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Step 2

Personalizable 
Filter

Step 3

Disagreement 
Filter

Step 1

User Filter



Filtering Pipeline
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Step 2

Personalizable 
Filter

Step 3

Disagreement 
Filter

Step 1

User Filter

We filter to users with 5 or more preference pairs



Filtering Pipeline
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Step 2

Personalizable 
Filter

Step 3

Disagreement 
Filter

Step 1

User Filter

We filter to only queries that are personalizable



Filtering Pipeline

20

Step 2

Personalizable 
Filter

Step 3

Disagreement 
Filter

Step 1

User Filter

We filter to only preferences where LLM’s disagree 



Filtered Dataset Statistics
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# Users # Conversations Median Interactions Per User % Multiturn

Chatbot Arena 131 1,338 7 14.6%

PRISM 720 3,897 22 91.6%

Within these interactions we filter to 50% 
context, 20% validation, 30 % test.



SynthesizeMe
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Key Challenges
1. Personalization is inherently a low data setting.

2. With pairwise preferences without feedback, you don’t know why 
the user picked this preference… Is it for the content or the style?
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Visual Methods Explanation (Video)
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Key Insights
• We leverage prior knowledge from LLMs in order to overcome the 

low data problem for personalization.

• By bootstrapping the reasoning and checking against a validation 
set we can tease out whether it was style or content that the user 
truly prefered when selecting their preference pair.

• Our learned user models are completely interpretable in natural 
language.
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Results
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Demos are useful for Personalization



Interactions are more helpful than demographics



SynthesizeMe Scales Well
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Let’s answer some questions you 
might have about 
SynthesizeMe…



How well does it scale with more data?

Answer: About 0.8% better for each additional context preference



Are the personas insightful?

Answer: They map to useful topics for learning about your users



Do the prompts transfer between models?
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Answer: Yes! Prompts Learned on small models can power larger ones 
and vice versa. 



Takeaways

Late Alignment 🤝 Personalization
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Takeaways

Late Alignment 🤝 Personalization
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Prompt Optimization is a Scalable, Interpretable, and 
Transferable solution for late alignment.



Takeaways

Late Alignment 🤝 Personalization
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Prompt Optimization is a Scalable, Interpretable, and 
Transferable solution for late alignment.

Long-term, real personalization data is a major gap 
between academia and industry.



Try it out!
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Thanks, and swing by our poster!



Appendix
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A One Minute History of AI Assistants
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A One Minute History of AI Assistants
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With a special emphasis on the assistants part.
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2011
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Prior Approaches

46



47

Group Preference Optimization

Group Preference Optimization: Fewshot Alignment of Large Language Models (Zhao et al., ICLR 2024)

Key Insight: Let’s learn how to learn from preferences.

https://openreview.net/pdf?id=p6hzUHjQn1


Variational Preference Learning
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Personalizing Reinforcement Learning from Human Feedback with Variational Preference Learning (Poddar et al., Neurips 2024)

Key Insight: Learning a latent user embedding is helpful.

https://openreview.net/pdf?id=gRG6SzbW9p


Pluralistic Alignment Framework (PAL)

PAL: Pluralistic Alignment Framework for Learning from Heterogenous Preferences (Chen et al., FITML 2024)

Key Insight: Useful to learn combinations of preference prototypes.

https://openreview.net/pdf?id=wVg2kVQOzq


Memory
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All of these methods show promising results 
and clever approaches…

However none of these approaches evaluate on 
the same dataset.
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Dataset Filtering
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Dataset Statistics
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# Users # Conversations Median Interactions Per User % Multiturn

Chatbot Arena 1,004 10,089 5 11.9%

PRISM 1,294 7,752 19 99.5%

● Filter to just users with 5 or more pairwise preferences.
● Split 40/10/50 train/validation/test



Dataset Problems
1. Testing the models
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What's the million-and-first prime number?

user 9539
The first million numbers are 2, 3, 5, 7, 
11, 13, 17, 19, 23, 29, 31, 37, 41, 43, 47, 
53, 59, 61, 67, 71, 73, 79, 83, 89, 97.

The millionth prime number is 1,047,292, 
and the million-and-first prime number is 
1,047,293.

*Neither is correct



Dataset Problems
2. Poor generation quality
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List me in a single line separated by comma and without the countries, the demonym of 
12 arabic countries the most populated. 

user 257
Saudi, Emirati, Kuwaiti, Qatari, Bahraini, 
Omani, Yemeni, Iraqi, Syrian, Jordanian, 
Lebanese, Libyan.

<div><div></div></div>
<div><div><div><div><p>The demonym 
of 12 Arabic-speaking countries is "Arab" 
or 
"Arabic."</p></div></div></div><div></di
v></div>



Filtering Pipeline
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Step 1

LLM Filter

Step 2

Disagreement 
Filter



Step 1: LLM Filter
Ask GPT-4o-mini to classify user queries and model responses as 
personalizable or not based on a set of criteria.

The criteria primarily ask “would reasonable people disagree on the 
answer to this question?”

Achieved 84% Agreement with 100 human labelled examples.

This filter can be applied at inference time to decide whether or not to 
show the user pairwise completions!
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Step 2. Disagreement Filter
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What can I do to help my boyfriend feel loved?

There are many ways to show your 
boyfriend that you love him! Some ideas 
include regularly giving him compliments, 
spending quality time…

To help your boyfriend feel loved, show 
genuine interest in his life, actively listen 
to him, and express gratitude for his 
presence…

Test both orderings of completions and have 5 models vote for 
completion.  Filter to only cases with 0.1-0.9% agreement.



Filtered Dataset Statistics
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# Users # Conversations Median Interactions Per User % Multiturn

Chatbot Arena 131 1,338 7 14.6%

PRISM 720 3,897 22 91.6%

Within these interactions we filter to 50% 
context, 20% validation, 30 % test.



Filtering
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See paper for details! We filter with 84% agreement to 
human labels for personalizable content



Additional Results (Cut for 
Time)
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“Distilling” the Persona Generation Prompt from a 
larger model works well



Does it work on other model families?
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Answer: Yes! Works across Qwen 3, GPT, and Gemini models 



Does it improve on fine tuned reward models?
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Answer: Not by very much. We recommend Personalized LLM as a 
Judge setting for most cases.



Extra Content to Answer 
Questions
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Scaling Plots



Example Personas
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Example Personas
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